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Towards an Automated Contact Centers
( An Implementation of Artificial Intelligence and

Text Mining techniques for CRM)
Mohammed Mahmoud  Ibrahim Sakre

Abstract— Customer Relationship Management (CRM) is an important tool for organizations to win a good share of the market for their products. Call
Centers are the backbone of the operational side in Customer service and support of CRM. Contact centers have been typically human-based service
systems. This research presents a future vision which involving multidiscipline system that achieves many goals for CRM and Business Intelligence
using database, Artificial Intelligence and Text Mining techniques for unstructured data. The objective of this research is to design and implement an
automated system to support customers and reduce the tasks of the Contact center human resources. The proposed system is composed of many
modules which are implemented in stages. This research presents a usage of a proposed Arabic Question Answering (QA) Module as a main module in
an automated contact center. The proposed system receives a natural language query from the user in a form of a speech or text. It presents an answer,
in a form of a speech or text, as a response, based on the stored data. The stored data may be in a form of a database of questions, which had been
asked before, with their answers and/or may be in a textual form. The proposed QA Module uses information retrieval, text mining and Arabic natural
language processing approaches to get a list of the closest answers to the input query. The Latent Semantic Indexing (LSI) is used to enhance the
selection of the final and closest answer from the list. Arabic natural language processing is used in the proposed system along with LSI. The proposed
QA Module is tested for Arabic language and showed average precision, recall, F-measure and MRR as 92%, 92.8%, 0.936 and 0.906 respectively.

Index Terms— Customer Relationship Management (CRM), Contact Centers, Artificial Intelligence, Text mining, Arabic Natural Language Processing,
Information   Retrieval, Question-Answering systems.

—————————— ——————————
1  INTRODUCTION AND MOTIVATION:

Customer Relationship Management (CRM) is an important
key in business among companies to maintain and increase
their customers [1]. It can be defined as the process that
manages the interactions between a company and its
customers.  The  primary  users  of  the  CRM  software
applications are database marketers who are looking to
automate the process of interacting with customers [2].
    There are many CRM application software vendors such as
Siebel Systems, Clarity, and Salesforce.com. Enterprise
software vendors like SAP, Oracle and Peoplesoft are also
active in customer relationship management and feature tools
for integrating their enterprise system modules with their
customer relationship management modules.
    The architecture of a CRM system is structured on three
components [3]:

Operational CRM – dealing with data base
management and client relations;
Analytical CRM – analyzing and improving client
relations;
Collaborative CRM – facilitating interaction with
clients on all communication channels.

According to the analysts from Gartner Group [4], the
operational side of a CRM system typically deals in three areas
of the business:

Sales Force Automation SFA: deals with automation
of some of the critical functions of sales force
management.
Customer Service And Support CSS: integrates
product information requests complaints, returns and
warranty inception. CSS applications allow effective
management of a large volume of such event.
Enterprise Marketing Automation EMA: offers
information regarding business environment
including the competition, industry trends, etc.

    Customer service modules in CRM systems provide
information and tools to make call centers, help desks, and
customer support staff more efficient. They have capabilities
for assigning and managing customer service requests.
    CRM systems may also include Web-based self-service
capabilities: the company Website can be set up to provide
inquiring customers personalized support information as well
as the option to contact customer service staff by phone for
additional assistance. [4],[5].
    Contact centers are the heart of CSS. Contact centers deals
with and maintain customer information and contact histories
for existing customers. Contact centers may include point in
the sales cycle and in the customer’s replenishment cycle.
    The input to the contact center may be through the
telephone (voice) the email (text)or the website (voice/text).
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Table [1] shows the results of the “CCA consumer survey” [6]
which indicate the percentage usage of the traditional and
emerging channels by customers in different situations. [7]
    Numerous studies have shown that the cost to acquire a
new customer is five to ten times the amount of retaining an
existing customer [8]. Contact centers management should
provide automated, end-to-end call routing and tracking.
Farther more it should capture customer feedback information
for performance measurement, quality control, and product
development. This Management can increase customer loyalty
[9]. As mentioned earlier many companies offer CRM
solutions but none offers a vision for an automated CRM
system. In another publication, it is mentioned that there is no
magic tool that will handle all customer management issues in
and of itself [10].

TABLE 1
THE PERCENTAGE USES OF DIFFERENT COMMUNICATION CHANNELS

Situation Website
usage

Telephone
usage

Email Other

When
enquiring

about a
product or

service

24% 22% 21% The rest

When
complaining

8% 24% 29% The rest

    This research is focusing on the automation of Contact
Centers' applications with realizing the customer satisfaction
by the swift reaction with accuracy to the customers' enquiries
to achieve customer retention. To accomplish such a system,
and bring it to reality, many disciplines are utilized such as
database, Artificial Intelligence, Information Retrieval and
Text Mining techniques for unstructured data. Significantly,
building such a system will reduce the role of the contact
center personnel.

2 PREVIOUS WORK:
    There are many practical efforts, to facilitate the missions of
the contact centers personnel, like interactive voice response
(IVR), automated call routing, and usage of Web-based self-
service capabilities …etc.
    Research shows that customers don’t like interactive voice
response (IVR) systems. When computer at the other end asks
you to press ‘1’ for A and ‘2’ for B, most customers just press
‘9’ to talk to a customer service representative. [11]
    Exsys  Corvid  build expert systems to answer  customer's
questions  on the company web site. They claim that the
system  interacts with a customer to analyze his situation, and
provide detailed advice on how to resolve the problem but
their site does not contain any references  of the companies use
such a system nor their feedback [12].
    Ngai [13] classify the research done during the period of

2000-2006 covering 24 journals and proposes a classification
scheme to classify the articles. Nine hundred articles were
identified and reviewed for their direct relevance to applying
data mining techniques to CRM. But none has an integrated
view for  an automated CRM system.
    Bong Ki Moon [14], presented a research in which they
discuss a design for a call center named IMC (Internet-based
multimedia call center) that can be integrated with an Internet
shopping mall. It contains 2 Parts: an Internet multimedia
dialogue system and a human agent assisting system.
    Klemm [15] admitted a patent in U.S.A for Contact centers
which may incorporate automated agents to respond to
inquiries. The document of this patent includes the very top
level concepts of the proposed system. It may include some
details about embellishing the reply to the customer, in a
specific  domain,  which  make  the  reply  to  be  more
conversational. The details of the main components of the
system are not described at all.

3 THE PROPOSED SYSTEM
    This research presents the structure and the implementation
of a proposed automated contact center to achieve more than
one goal of the CRM goals.  Figure (1) presents the main
components of the proposed system. The customer can input a
query or a complaint to the system in speech or text form.
    The proposed system is composed of six main modules
which are:

1. The speech recognition module,
2. the massage classifier module,
3. the complaint classification module,
4. the "questions-answers Data Base search" module,
5. The questions answering module,
6. The speech synthesizer module.

    The speech recognition module receives a query or a
complaint, in text or speech form, from the customer. It
transfers it into a text as an input to the second module "the
massage classifier". There are many Commercially Off-The-
Shelf (COTS) systems for the speech recognition and speech
synthesizer modules for many languages especially Latin
languages. So, the first and last modules will be considered as
ready-made modules.  Peter O'Hanlon [16] and Brian Long
[17] describe details of adding speech synthesis and speech
recognition capabilities into applications using the Intel®
Perceptual Computing SDK and the Microsoft Speech API
v5.1 (SAPI 5.1) respectively.
    The mission of second module "the massage classifier" is to
recognize if the customer's query about common support,
policy, and utilization questions or about a complaint. It
directs the query either to the "complain classification module"
or to the "questions and answers Data Base search" module.
This module is under development.
    The third module "complain classification module" has been
developed and published as a separate research by the author
and others [18]. In this research a system called Complaint
Classification System (CCS) is implemented to discuss how
Data Mining Techniques (DMT) can be used to classify and
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direct complaints to the departments responsible for them in
the company.

    The fourth module "The questions and answers Data Base
search module" has been developed and published as a
separate research by the author and others [19]. This research
explains that none of the previous questions and answering
systems makes use of the previously answered questions and
stores them in a database where user can present questions in
natural language which  may differ lexically or syntactically
from the stored questions. The proposed system uses
information retrieval and Latent Semantics Indexing (LSI)

approaches to get to the closest answers to the input question,
so the system gives partially or totally correct answers.
    The structure of the fifth module "The questions answering
module", which find answers for the input query from
unstructured documents, is presented in the next section in
more details.
    The sixth module is treated in the same way like the first
module as mentioned above.

FIG. 1. THE MAIN COMPONENTS OF THE PROPOSED "AUTOMATED CONTACT CENTER" SYSTEM.

4 THE QUESTION ANSWERING MODULE:
    If the customer query has no answer from the fourth
module the query is sent to the Question Answering module
to retrieve an answer as a response based on a stored data. The
stored data may be in a form of a textual form.  The proposed
system uses information retrieval and Natural Language
Processing techniques to get a list of the closest answers to the
input query.
    Research in the field of Questions and Answering Systems
(QAS) has a significant progress for languages such as English,
Spanish, French or Italian [20]. There are three main modules
for any QAS [21],[22][23] which are:

I- The Question analysis module: During processing
this module the input question is tokenized, the
question's keywords are extracted and the question
type is recognized from which the answer type is
deduced. Natural Language Processing (NLP) tools,
such as morphological, syntactical and semantic

analyzers, of the question language may be used.
II- Passage Retrieval module: The results of the analysis

module, these are the keywords and the question and
answer types, are used to retrieve the related
documents from the set of Source Documents
(Repository) and the related passages (paragraphs) in
these documents are selected.

III- Answer extraction module: The results of the analysis
module, these are the keywords and the question and
answer types, are used to retrieve the question
answer(s) from the set of related passages
(paragraphs). NLP tools, such as morphological,
syntactical and semantic analyzers may be used to
find  and  form  the  answers.     The  QAS  process
modules are generally the same but the details differ
with different languages. In this research, attention is
given to build Arabic QAS.
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    In the context of the Arabic language there are few attempts
for building QASs. Unlike the Latin languages the Arabic QAS
task presents additional challenges to researchers in this field
[24] [25]. This is mainly due to the particularities of the Arabic
language (short vowels, absence of capital letters, complex
morphology, etc.).

4.1 RELATED WORK FOR ARABIC QAS:
    The most well-known Arabic systems are:

(ArQA) system [26] is developed aiming to enhance
precision  and  response  time  within  an  open  domain
and covering all question types. The researcher claim
that the system achieved 86.25% overall accuracy and
average response time less than three seconds.
QARAB [27] is a system that takes natural language
questions expressed in the Arabic language and
attempts to provide short answers. The system’s
primary source of knowledge is a collection of Arabic
newspaper text extracted from Al-Raya1, a
newspaper published in Qatar. QARAB uses shallow
language understanding to process questions and it
does not attempt to understand the content of the
question at a deep, semantic level.
AQAS [28] is knowledge-based and, therefore,
extracts answers only from structured data and not
from raw text (non structured text written in natural
language).
ArabiQA [24] is an Arabic prototype based on the
Java Information Retrieval System (JIRS) [29] Passage
Retrieval (PR) system and a Named Entities
Recognition (NER) module. It embeds an Answer
Extraction module dedicated especially to factoid
questions. In order to implement this module authors
developed an Arabic NER system [30] and a set of
patterns manually built for each type of question.
QASAL [25] is a recent attempt for building an Arabic
which process factoid questions (e.g. questions that
have NE answers). Experiments have been conducted
and showed that for a test data of 50 questions the
system reached 67.65% as precision, 91% as recall and
72.85% as F-measure.

    AQAS and QARAB offered the Arabic Natural Language
Processing (NLP) research community the first prototypes of
Arabic systems. However, AQAS processes only structured
data whereas QARAB provided passages instead of precise
answers. ArabiQA and QASAL target only factoid questions.
Whereas the former integrates a NER system that has been
evaluated and tested, the latter has been also tested but the
two tests have used a lower number of questions. The use of
all these systems in an open domain such as the web has not
been tested.

Tritus is a QAS system that automatically learns to
transform natural language questions into queries
containing terms and phrases expected to appear in
documents containing answers to the questions [31].
A prototype search engine, Tritus, which applies the
method to web search engines, is presented. The
researchers claimed that a Blind evaluation on a set of
real queries from a web search engine log shows that
the method significantly outperforms the underlying
web search engines as well as a commercial search
engine specializing in question answering [31].

    Answering multiple-choice questions represents a
simplified but nevertheless challenging area in question
answering research [32].

4-2 THE PROPOSED SYSTEM FOR ARABIC QAS:
    The proposed system model accepts a question, analyze it,
search the " Documents
Repository" for the related paragraphs and extract the proper
answers from these paragraphs. The question types managed
in the proposed system model are the questions which start
with any of the following question words:

)
             ( who, how many, where, When, what, why)

    The proposed system model consists of three main phases,
as shown in figure (2), which are:

The Question analysis phase:
     In this phase the keywords (mainly the nonstop words) are
extracted and the question type is determined. This phase
contains a special module which is the morphological analysis
and generation module. This module is coded in Prolog in
another research of the author [33]. Each keyword is analyzed
and its Arabic root (stem) is extracted. Using the root, a set of
the derivatives "  " of that root are generated. A semantic
filter is used to select the semantically related words to the
original  keyword  to  the  bag  of  keywords.   Another  set  of
related words may be added to the list by searching a
synonyms dictionary of the original set as shown in figure (2).
The set of key words are passed to the next phase which is the
"Related paragraphs extraction" phase.

The Related paragraphs extraction phase:
    In this phase the resultant set of the keywords, which
contains the original words and the generated and/or the
synonym words, is used in searching the documents
repository and extract the related paragraphs by using
statistical approaches in Information retrieval [35],[19]. The
Latent Semantic Indexing (LSI) is used to select the most
probable paragraphs from the candidate paragraphs the same
way as described in the author previous research [19].
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FIG. 2. THE MAIN STRUCTURE OF THE PROPOSED SYSTEM FOR ARABIC QAS

The Answer extraction phase:
     The elected most probable paragraphs to contain the
answer, the set of the key words and the question type are
passed to the answer extraction module. Using the received
data, the answer extraction module finds the answer for the
query by using a statistical approach utilizing four additional
tables to find the answers for the question types when, where,
who and how many. The four tables are:

1. The time and date table which contains data about
dates and time.

2. The locations table which contains data about names
of locations and places all over the world.

3. The names table which contains data about people
proper names.

4. The numbers table which contain data about
numbers.

    The answer is formulated and is output to the user using
suitable arrangements of the question keywords with the
detected data in the text paragraphs.

4.3 RESULTS AND EVALUATION
    The proposed system was tested by using an enhanced
version  of  a  corpus  called  ANERcorp  which  is  free  on  the
Internet and was collected from 316 different articles contains
11,000 documents [34].
    The traditional used measures to evaluate Information
retrieval systems are recall and precision [35]. Recall and
Precision can be defined as in equation (1) , (2).
                    R= r / K     …….(1)

                    P =  r/ N    ……..(2)

Where   :

r  = The number of relevant and retrieved
paragraphs.

N = The total number of retrieved paragraphs.

K = The total number of paragraphs in the answer
key.

    The F-measure, refers to the weighted harmonic mean of
precision and recall, is represented in equation (3).

measure =      ….  (3)

    Another measure that is used in information retrieval and
question answering systems is MRR (Mean Reciprocal Rank).
MRR score is calculated as in the following equation:

                        MRR =
( )

            (4)
     Where:

N               : Number of queries
rank ( Q ) : Rank of top most correct answer of the ith

query.

    By using ANERcorp the proposed system gives average
precision, recall, F-measure and MRR  as explained in table(2).

TABLE 2
Average Precision, Average Recall, Average F-measure

and Average MRR
Precision Recall F-measure MRR

92% 92.8% 0.936 0.906
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Table (3) presents the results of Comparing the proposed
system with a similar system ArQA [26] using the same data
set ANERcorp.

5 CONCLUSIONS AND FUTURE WORK:

This research presents a future vision which involving
multidiscipline system that achieves many goals for CRM and
Business Intelligence using database, Artificial Intelligence
and Text Mining techniques for unstructured data. The system
receives a natural language query from the user in a form of a
speech or text. It presents an answer, in a form of a speech or
text, as a response, based on the stored data. The stored data
may be in a form of a database of questions, which had been
asked before, with their answers and/or may be in a textual
form.  The proposed system is composed of many software
modules. Two of the main modules will be obtained as
Commercially Off-The-Shelf (COTS) systems. These are the
speech recognition and speech synthesizer modules. Other
two modules are obtained totally or partially from the author
previous work as explained.  In this research the structure and
usage of a proposed Arabic QAS as a main module in the
proposed system is described. The Latent Semantic Indexing
(LSI) is used to enhance the selection of the final and closest
answers from the list. The proposed QA Module is tested for
Arabic language and showed average precision, recall, F-
measure and MRR as 92%, 92.8%, 0.936 and 0.906 respectively.
    For future work, another research is required to develop the
"message classifier module".  The need for the Arabic
Computational linguistics tools such as "Arabic morphological
analysis/generation tool, An Arabic lexicon supported with
semantic features and Arabic synonym dictionary" appeared
to be valuable for scientific research.
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